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Abstract: Nowadays, organizations are facing several challenges resulting from competition and 

market trends. Customer churn is a real issue for organizations in various industries, especially in 

the telecommunications sector with a churn rate of approximately 30%, placing this industry in 

the top of the list. Because higher expenses are involved when trying to attract a new customer 

than trying to retain an existing one, this is an important problem that needs an accurate 

resolution. This paper presents an advanced methodology for predicting customers churn in 

mobile telecommunication industry by applying data mining techniques on a data set consisting of 

call detail records. The data mining algorithms considered and compared in this paper are Multi-

Layer Perceptron and Radial Basis Function neural networks. 

 

 

1. INTRODUCTION 
 

Customer retention in the telecom-

munications industry has become very important 

with the increasing competition and diversity of 

offerings on the market. In order to keep up in 

such a competitive marketplace, many 

telecommunication companies are using data 

mining techniques to overcome challenging 

issues such as: churn prediction, customer 

profiling, cross-selling and up-selling, lifetime 

value, and fraud detection [1]. 

The word “churn” which has been 

obtained by combining the English words 

“change” and “turn”, describes the phenomenon 

of loss of a customer. In mobile telecom-

munications industry (also referred to as 

customer attrition or subscriber churning) it 

refers to the movement of subscribers from one 

provider to another [2]. It is measured by the rate 

of churn and is an important indicator for 

organizations. The churn rate represents the 

percentage of lost customers over a given period 

divided by the total number of customers at the 

beginning of that period. The churn process is 

usually happening due to better rates or services, 

or due to different benefits that a competitor 

company offers when signing up. 

The average monthly churn among mobile 

operators in Europe varies between 8% and 12% 

[3]. The annual attrition rate varies from 20% to 

40% in most mobile telecommunication 

operators [4]. In such a competitive market, a 

defensive marketing strategy is very important. 

Instead of trying to acquire new customers or to 

attract customers away from the competition, the 

defensive marketing is more interested in 

reducing the churning of its customers [4], 

especially when it is 5 times more costly to 

acquire a new customer than to keep one [5]. 

Being so expensive to acquire new subscribers, it 

is crucial to keep the existing ones.  Building a 

churn prediction model will ease the customer 

retention process, and in this way the mobile 

telecommunication companies will success in 

this constantly increasing competitive 

marketplace.  

 

2. LITERATURE REVIEW 
 

The churn prediction modeling process is 

strongly dependent on the data mining process 
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and techniques due to an increased performance 

generated by machine learning (ML) algorithms 

compared to the statistical techniques for non-

parametric data [6].  

This paper presents an advanced data 

mining methodology based on two well-known 

neural network models. Multi-Layer Perceptron 

neural network has been previously used to 

create a churn prediction model using Call Detail 

Records (CDR) in mobile telecommunications 

industry, but Radial Basis Function neural 

network is for the first time purposed and used in 

this research paper. 

This paper is organized as follows: a short 

introduction to data mining is presented and 

theoretical aspects of Multi-Layer Perceptron 

and Radial Basis Functions neural networks, and 

in the next section, the methodology with its 

corresponding phases. Finally, the conclusion 

and future work are stated. 

 

 

2.1 Data Mining 

 

Data mining is the practice of digging data 

to find trends and patterns, and can provide you 

with answers to questions that you should have 

asked [7]. Data mining methods lie at the 

intersection of artificial intelligence, machine 

learning, statistics, and database systems [8]. 

Data mining techniques can help building 

prediction models in order to discover future 

trends and behaviors, allowing organizations to 

make smart decisions based on knowledge from 

data.  

The methodology used is called modeling. 

Modeling is the process of creating a mining 

model, an implementation of specific data 

mining algorithms. These algorithms are 

mathematical functions that perform specific 

types of analysis on the associated data set [9]. 

Based on the business problems that need 

assistance, these data mining algorithms can be 

broadly classified into several categories, 

including classification, segmentation or 

clustering, association, regression or forecasting, 

sequence analysis and prediction, and deviation 

or anomaly analysis [10]. Data mining methods 

can be summarized in two main categories: 

predictive methods (use existing variables to 

predict values of other variables – classification, 

regression or forecasting, and anomaly analysis) 

and descriptive methods (reveal patterns and 

trends in data that can be easily interpreted by 

the user – segmentation or clustering, 

association, and sequence analysis) [10].  

Classification analysis is the process by 

which a model is built to categorize pre-

classified instances (training examples) into 

classes. This classifier (classification model) is 

then used to classify future instances. Some of 

the most used classification algorithms are 

Decision Trees, Naïve Bayes, Neural Networks, 

Support Vector Machines, Genetic algorithm, 

and K-Nearest Neighbor.  

In the following section, the discussion is 

restricted to neural networks classification 

algorithm used later to create a predictive model 

in order to solve the subscribers churning 

problem. We decided to use the neural networks 

approach because they can build predictive 

models with minimal demands on model 

structure and assumptions, and have the ability to 

detect complex nonlinear relationships between 

the predictors and target variables. 

 

 

2.2 Neural Networks 

 

An artificial neural network (ANN), often 

just called neural network (NN), is a very 

popular machine learning algorithm based on 

modern mathematical concepts inspired by 

biological neural networks. The capacity of 

human beings to perceive and memorize new 

information through a learning process, 

motivated researchers to develop artificial 

systems which are able to perform certain 

functions based on a learning process (training) 

[11].  

Artificial neural networks are obtained by 

connecting a number of elementary information 

processing units, called artificial neurons. When 

arranged and connected in parallel, these 

artificial neurons form a layer of a neural 

network. An ANN can have one or more layers 

of neurons [12]. 

Artificial neural networks’ ability to learn, 

consists in their property to change their 

parameters (weights and thresholds) based on the 

input data used during training (learning) 

process. ANN training could be supervised and 

unsupervised [13]. In our particular case we will 

use the supervised learning task because we will 

provide a training set which consists of input 

signals (predictors) and the correct output 
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(target) which is explicitly given. In this case, the 

weights and thresholds values of the neurons are 

determined to lead to the minimization of a 

specified criterion function. 

There are multiple types of neural 

networks, but in order to identify nonlinear 

processes, we will use the following two: Multi-

Layer Perceptron (MLP) and Radial Basis 

Functions (RBF) neural networks. In the 

following part we will explain how we 

mathematically modeled each neural network 

algorithm for our churn prediction model. 

 

 

2.3 Multi-Layer Perceptron (MLP) 

Networks 

 

The multi-layer perceptron network 

consists of one or more layers connected in 

series, and each layer contains one or more 

processing units called perceptrons. The 

perceptrons are interconnected in a feedforward 

way, passing the network layer by layer until it 

reaches the output (Figure 1). The perceptron is 

the simplest form of a neural network, and has a 

single neuron that sums its weighted inputs, sum 

that is followed by an activation function. 
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Fig. 1 Perceptron structure [14] 

Where u is the transfer value and is given 

by equation (1), and θ is the threshold. Next, the 

nonlinear transformation that corresponds to the 

activation function is applied, thus obtaining the 

neuron output signal, y, given by (2) [14]: 
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The activation function used is the sigmoid 

function with its equation and its first derivative 

in (3), respectively (4): 
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Arranging perceptrons in parallel in 

multiple layers connected in series forms a 

Multi-Layer Perceptron neural network. 

Typically, a MLP neural network has: an input 

layer, one or more hidden layers, and an output 

layer (Figure 2) [14]. The hidden layers confer 

the ability to learn to solve complex problems. 
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 Fig. 2 Architecture of a MLP with one hidden layer 
 

MLP neural network training is done in a 

supervised manner, using the Back-Propagation 

(BP) learning algorithm based on the generalized 

delta rule [15]. This learning algorithm is the 

most known training algorithm for neural 

networks. Approximately 95% of reported neural 

networks applications utilize multi-layer 

perceptron (MLP) neural network with the back-

propagation learning algorithm [16]. 

This learning algorithm mechanism can be 

divided in two phases [14]: 

 A forward pass – feedforward propagation 

of input signals. During this propagation, 

the neurons’ weights and thresholds have 

fixed values; 

 A backward pass – propagates the error (5) 

backwards through the network, starting at 

output units (where the error is the 

difference between actual (y) and desired 

output (t) values). During this back-

propagation the weights and thresholds are 

adapted to obtain signals as closer as 

possible to the desired values. 
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The sum of squares error function is 

defined by the following equation: 
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Back-propagation algorithm seeks to 

minimize the error function defined in the space 
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generated by the weights using the descent 

gradient optimization algorithm [14]. The set of 

weights that minimize the error function is 

considered the solution to the training (learning). 

For each output node the local gradient is 

computed by using the formula: 
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(7) 

For each hidden node the local gradient is 

computed by using the formula: 
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The weights are updated bringing the 

weight in the opposite direction of the gradient 

by subtracting the learning rate (η) from the 

weight as in equations (9) and (10). The speed 

and quality of learning depend on this ratio. 
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These two phases are repeated until the 

stopping rule is met. The algorithm stops if the 

total error for the training data computed at the 

end of each step does not decrease below E1 

(current minimum error) over the next n=1 steps. 

 

 

2.4 Radial Basis Function (RBF) 

Networks 

 

A radial basis function (RBF) network is a 

feedforward, supervised learning network with 

an input layer, only one hidden layer called the 

radial basis function layer, and an output layer 

[13]. Like MLP, RBF network can be used for 

prediction and classification problems. 

Compared to MLP networks, RBF networks take 

a different approach, in terms that the nodes from 

the hidden layer implement a set of radial basis 

functions. In our case we will use Gaussian 

function which has the equation (11). This 

function is localized, in the sense that for large 

values it tends to zero. 
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Instead of every input data point (xn) 

having its own influence on the Gaussian radial 

basis function, we are going to elect a number 

(K<<N) of important centers for the data, and 

have them influence the neighborhood around 

them. These centers (μk) will be the centers of the 

Gaussian functions, and are in the same space as 

the input data points, xn. 

The output equation for the j
th
 hidden node 

is: 
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where, ||x-μk|| is the Euclidean distance between 

the input data vector x and the corresponding 

center μk. 

Regarding the output nodes, they 

implement linear summation functions as in 

multi-layer perceptron networks [13]: 
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The architecture of a RBF network is 

depicted in Figure 3.  

The process of finding the wk and μk 

parameters from equation (13) is called training. 

The RBF network is trained in two stages [17]: 

 Determine the centers μk and their widths 

by using, in our case, the two-step 

clustering algorithm.  

 Estimate the synaptic weights wk given the 

radial basis functions. 

Because of the simplicity of these two 

stages the RBF network is trained much quicker 

than MLP. 
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 Fig. 3 Architecture of a RBF network [13] 
 

The Two Step cluster algorithm [17] can 

handle very large data sets, and both continuous 

and categorical variables. It consists of two steps:  

 Pre-cluster the input data into small sub-

clusters, i.e., scans the input data and if the 

conditions are met the current input record 

is merged with the previously formed 

clusters or a new one is created based on 

the distance criterion [18]. 

 Cluster the sub-clusters into the desired 

number of clusters by using an 
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agglomerative hierarchical clustering 

method [17]. 

For each cluster the mean and standard 

deviation for each variable is computed [17]. The 

center μk of the k
th
 radial basis function is equal 

to: 

 The k
th
 cluster mean of the i

th
 input 

variable, if it is a continuous variable: μk  

  ki.  

 The proportion of the category of a 

categorical variable that the i
th
 variable 

corresponds to: μk πki. 

The width σk of the k
th
 radial basis function 

is equal to: 

 The k
th
 cluster standard deviation of the i

th
 

input variable, if it is a continuous 

variable; where, h>0 is the RBF 

overlapping factor: σk=h
½
ski. 

 Equation (14), if the input variable is 

categorical: 

)1(2
1
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The error function used in RBF network’s 

case is the sum of squares (6) and the activation 

function is the identity function (f(x)=x). The 

sum of squares error is minimized by using the 

ordinary least squares regression method [19]. 

 

 

3. METHODOLOGY 

 

The data mining approach proposed in this 

paper is based on the Cross Industry Standard 

Process for Data Mining (CRISP-DM) 

methodology. This format is the most complete 

available and is applied in the present paper to 

extract information, interpret it and to propose 

solutions. The CRISP-DM major consisting 

phases are related in Figure 4 as it is applied to 

churn prediction modeling. 

 

 

3.1 Business Understanding 

 

Instead of the existing reactive retention 

program, where company representatives attempt 

to convince the customers to stay only when they 

are calling to leave the company, the mobile 

telecommunication companies want to imple-

ment a proactive retention program which should 

increase subscribers’ loyalty before they decide 

to leave the company and target all their efforts 

towards clients who are at risk of churning. 

The Churn Model analyzes the Call Detail 

Records (CRD) of subscribers that have left the 

company and of those that have remained and 

determines customers that are at the risk of 

churning. 

Business
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Fig. 4 CRISP-DM Methodology [20] 

 

 

3.2 Data Understanding 

 

The data set used in this article is from 

University of California, Department of 

Information and Computer Science, Irvine, CA 

[21]. This data set contains historical records of 

customer churn, how they turned out in 

hindsight, i.e., their previous behavior – if it 

turned out that they are churners or not. 

The Call Detail Records data set used for 

this purpose has a total number of 3333 

subscribers with 21 variables each. For each of 

these subscribers we can find information about 

their corresponding inbound/outbound calls 

count, inbound/outbound SMS count, and voice 

mail. The “Churn” variable will be used as the 

target variable, and all other 20 attributes will be 

used as input variables. In Table 1 we can see all 

attributes together with their corres-ponding type 

and value ranges. 

 
Table 1 Data set variables 

Variable Name Type Values 

Account Length Continuous 1.0 – 243.0 

International Plan Categorical Yes/No 

Voice Mail Plan Categorical Yes/No 

# Voice Mail Messages Continuous 0 – 51.0 

# Day Minutes Continuous 0 – 350.8 

# Day Calls Continuous 0 – 165.0 

# Evening Minutes Continuous 0 – 363.7 

# Evening Calls Continuous 0 – 170.0 
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# Night Minutes Continuous 23.2 – 395.0 

# Night Calls Continuous 33.0 – 175.0 

# International Minutes Continuous 0 – 20.0 

# International Calls Continuous 0 – 20.0 

Customer Service Calls Continuous 0 – 9.0 

Churn? Categorical Yes/No 

Omitted 

State Categorical AK, AL, … 

Area Code Categorical N/A 

Phone Categorical N/A 

# Day Charge Continuous 0 – 59.64 

# Evening Charge Continuous 0 – 30.91 

# Night Charge Continuous 1.04 – 17.77 

# International Charge Continuous 0 – 5.4 

 

 

3.3 Data Preparation 

 

For the data preparation part and all the 

following we decided to use IBM SPSS 

(Statistical Product and Service Solutions), a 

statistical and data mining software package used 

to build predictive models [22]. 

Before proceeding to create the churn 

model, our data need to be cleaned, transformed 

and prepared in a proper format, suitable for 

analytical modeling. The first step taken was to 

audit the data in order to see if there are outliers, 

extreme or missing values for a particular 

variable, and to have a first visual contact about 

advanced statistics pertaining to the variables 

used. It showed that this is a complete data set, 

meaning that for each subscriber there is no 

attribute missing. This saves us additional work, 

because otherwise, we should have imputed them 

by choosing the proper method.  

During data preparation phase we 

discovered that between some variables there is a 

perfect correlation with the R-squared statistic 

[23] precisely 1. The four charge variables are 

linear functions of the minutes variables, so we 

decided to arbitrarily eliminate all four of them 

to avoid incoherent results. The area code 

variable contains only three different values 

(from CA only) for all the records, while the 

state variable contains all 51 states, so we 

decided not include these two variables as well, 

as it can be bad data. The phone variable has 

been eliminated because it does not contain 

relevant data that can be used for prediction; it is 

useful only for identification purposes. We have 

therefore reduced the number of predictors from 

20 to 13. The target variable is Churn, which has 

two values for each subscriber: yes and no, 

telling if a subscriber is a churner or not.  

 

 

3.4 Modeling 

 

The modeling phase involves choosing the 

modeling algorithms and the modeling 

architecture, and finally building the model. 

Because we intend to build a classification model 

based on neural networks we must partition the 

data set into two: a training set and a testing set 

[24]. The training set has been randomly 

partitioned to be 80% of the original data set, 

consisting of 2667 subscribers, whereas the 

testing set has been randomly partitioned to be 

20% of the original data set, consisting of 666 

subscribers, as shown in Figure 5.  

 
Fig. 5 Samples and churn distributions. 

 

This figure also shows the churn 

distribution within both sets, and it is as follows: 

in the testing set we have 107 churners (15%) 

and 559 non-churners (85%), and in the training 

set we have 376 churners (14%) and 2291 non-

churners (86%). 

For implementing the churn predictive 

model a neural network approach was taken. The 

Multi-Layer Perceptron and Radial Basis 

Function neural network algorithms have been 

chosen to build the predictive models. After 

multiple configurations of the MLP and RBF 

neural networks the architectures that are listed 

in Table 2 and Table 3 are those that drove to 

better performance in the predictive models. 

 
Table 2 MLP network architecture 

MLP network architecture 

Input 

Layer 
# of units 

Factors 2 

Covariates 11 

 

Hidden 

Layer 

# of hidden layers 1 

# of units 6 

Activation function Sigmoid 

 

Output 
Layer 

Dependent variables 1 (churn?) 

# of units 2 (yes/no) 

Activation function Sigmoid 

Error function Sum of squares 

 

Optimization algorithm Gradient descent 
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Table 3 RBF network architecture 
 RBF network architecture 

Input 

Layer 
# of units 

Factors 2 

Covariates 11 

 

Hidden 

Layer 

# of hidden layers 1 

# of units 11 

Activation function 
Gaussian 

Softmax 

 

Output 

Layer 

Dependent variables 1 (churn?) 

# of units 2 (yes/no) 

Activation function Identity 

Error function Sum of squares 

 

The stopping rule used, has stopped 

training the MLP neural network algorithm 

because there was no decrease in error after one 

consecutive step (IBM Corporation, 2011). 

When the RBF neural network algorithm is used 

these stopping rules are ignored. 

 

 

3.5 Evaluation 

 

In this part both models are evaluated in 

order to decide if the prediction model is a 

success or not. The performance of both 

algorithms used can be visualized by using the 

confusion matrix. The cells on the diagonal of 

the cross-classification of cases are correct 

predictions, whilst those off the diagonal are 

incorrect predictions. Table 4 and Table 5 

represent the confusion matrices for MLP and 

RBF neural network algorithms used in creating 

the model. 

When MLP network was used to create the 

model, 254 of the 376 subscribers who 

previously churned are classified correctly. 2253 

of the 2291 non-churners are classified correctly. 

Overall, 94% of the customers from training data 

set are classified correctly, and 6% are classified 

incorrectly as shown in Table 4.  

 
Table 4 Confusion matrix for MLP algorithm 

Confusion matrix MLP network 

Sample Observed 

Predicted 

No Yes % correct 

Training 

No 2253 38 98.3% 

Yes 122 254 67.6% 

Overall % 89.1% 10.9% 94. 0% 

Testing 

No 551 8 98.6% 

Yes 34 73 68.2% 

Overall % 87.8% 12.2% 93.7% 

 

In the testing data set, 73 of the 107 

subscribers who previously churned are 

classified correctly, and 551 of the 559 non-

churners are classified correctly. Overall, 93.7% 

of the customers from testing data set are 

classified correctly, and 6.7% are classified 

incorrectly as shown in Table 4. 

When RBF network was used to create the 

model, 195 of the 376 subscribers who 

previously churned are classified correctly. 2244 

of the 2291 non-churners are classified correctly. 

Overall, 91.5% of the customers from training 

data set are classified correctly, and 8.5% are 

classified incorrectly as shown in Table 5 (has a 

lower performance than MLP model).  

 
Table 5 Confusion matrix for RBF algorithm 

Confusion matrix RBF network 

Sample Observed 

Predicted 

No Yes % correct 

Training 

No 2244 47 97.9% 

Yes 181 195 51.9% 

Overall % 90.9% 9.1% 91.5% 

Testing 

No 544 15 97.3% 

Yes 49 58 54.2% 

Overall % 89.0% 11.0% 90.4% 

 

In the testing data set, 58 of the 107 

subscribers who previously churned are 

classified correctly, and 544 of the 559 non-

churners are classified correctly. Overall, 90.4% 

of the customers from testing data set are 

classified correctly, and 9.6% are classified 

incorrectly (lower performance than MLP 

model) as shown in Table 5. 

This suggest that, overall, our models will 

correctly classify 9 out of 10 subscribers. But, 

since our target is to identify customers that are 

at risk of churning, our MLP model has a percent 

of correct classification of 68.2% meaning that 7 

out of 10 customers will be correctly classified as 

churners; while our RBF model a percent of 

54.2%, meaning that 5 out of 10 customers will 

be correctly classified as churners. In our case, 

MLP model has a slightly better performance. 

The model summaries also tell that because we 

have almost equal percentages of incorrect 

predictions in both, training and testing samples, 

our models have not overtrained. 

Another way of interpreting the results are 

the lift charts. The lift chart sorts the predicted 

pseudo-probabilities [25] in descending order 

and display the corresponding curve. There are 

two types of lift charts: cumulative and 

incremental. The cumulative lift chart shows 

how better the prediction rate produced by our 

models is, compared to the random expectation.  



 
8                                     UNIVERSITY OF PITESTI SCIENTIFIC BULLETIN : ELECTRONICS AND COMPUTERS SCIENCE, Vol.13, Issue 1, 2013 

In Figure 6 we can see the curves 

corresponding to MLP and RBF models and by 

reading the graph on the horizontal axis, we can 

see that for the 20th percentile, both models have 

approximately a 4 lift index on the vertical axis. 

 

 
Fig. 6 Cumulative lift chart for MLP and RBF 

 

The incremental lift chart displayed in 

Figure 7, shows the lift in each percentile [23] 

without any accumulation. The lift lines 

corresponding to the MLP and RBF models (blue 

and respectively burgundy line) descend below 

the random line (red line) at about 20th 

percentile, meaning that compared to random 

expectation our models achieve their best 

performance in the first 20% of the records. 

 

 
Fig. 7 Incremental lift chart for MLP and RBF 

 

If, for instance, a mobile telecom-

munications company wants to send offers 

containing incentives to stay with them, they can 

easily select the top 20% subscribers in this 

sorted scored list, and expect to contact more 

than four times (lift index 4) the number of 

subscribers that are categorized as churners than 

normal. 

 

 

3.6 Deployment 

 

The deployment part of the CRISP-DM 

process involves organizing knowledge or 

information gained through data mining models 

in a way that stakeholders can use it in order to 

make decisions. The deployment phase could 

have different outputs, from a simple report to a 

more complex repeatable data mining process 

built in a business intelligence environment. The 

output obtained in this paper is summarized in a 

report that can be handled to decision making 

employees in a spread sheet or document format. 

Complex reports integrated in dashboards can be 

generated if a business intelligence approach is 

taken into consideration, where data used in the 

data mining process is extracted from data 

warehouse and the results are then observed by 

stakeholders using reporting tools. 

 

 

4. CONCLUSIONS 

 

In this paper we built two predictive 

models for subscribers churn that apply to 

mobile telecommunications companies, using 

MLP and RBF neural networks. By evaluating 

the results from the technical point of view, we 

observed that for predicting non-churners, MLP 
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model has slightly the same performance as 

RBF, but for predicting churners it has a better 

performance, 68.2% compared to 54.2% in 

RBF’s case. There is no need to neglect RBF 

neural networks, because the results are 

characteristic only for this data set. RBF 

networks can handle outliers better than an 

ordinary neural network, and for real-life 

extremely large data sets the computational 

performance is better and worth considering 

when using the neural networks approach. 

From the practical point of view, these two 

models have a very good performance in 

predicting churners in a mobile telecom-

munications company. Decision making 

employees can build different marketing 

approaches to retain churners based on the 

predictors that have higher importance in scoring 

the model performance. These churn prediction 

models can be used in other customer response 

models, such as cross-selling, up-selling, or 

customer acquisition. 

As future research we intend to study and 

create predictive models using other neural 

networks, such as Probabilistic neural networks 

(PNN) and General Regression neural networks 

(GRNN), as well as other machine learning 

algorithms, including Support Vector Machine, 

Random Forests, and Bayesian network. 
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