
 

ISSN – 2344 – 2166 

 

 

AN EFFICIENT TEXT DETECTION IN ADVERTISEMENT IMAGES 

BASED ON YOLOV5 ALGORITHM  

 

Aanuoluwa Oyebola ADIO1, Caleb Olufisioye AKANBI2 

Adepeju Abeke ADIGUN3 
1Redeemer’s University, Ede, Osun State, Nigeria 

2Osun State University, Osogbo, Osun State, Nigeria 
3Osun State University, Osogbo, Osun State, Nigeria 

1adioa@run.edu.ng, 2akanbico@uniosun.edu.ng, 3adepeju.adigun@uniosun.edu.ng 

 

 
Keywords: Text Detection, Advertisement Images, YOLO, Computer Vision, Deep learning  

 
Abstract: The use of digital media for advertisement is on the increase due to advancements in technology and 

mobile devices and in their applications. Prominent of the digital media is images. Digital Advertisement images 

are images of products sold and/or services rendered by the advertiser. In addition, advertisement images also 

contain textual information that helps connect the potential customer to the advertiser, such as telephone numbers. 

Potential customers tend to copy or cram the contact information which could lead to the loss of this information.  

The incorrect information. will hinder the aim of the advertisement from being fulfilled. The Automatic detection 

of these texts using computer vision algorithms can foster the establishment of communication between the 

advertiser and the potential customer. In this study, the You Only Look Once (YOLO) model is utilized for text 

detection from advertisement images. YOLO is a widely used object detection algorithm in particular YOLOv5. It 

is known for its balance between speed and accuracy of detections and has been used in various sectors. However, 

its performance for text detection from advertisement images is yet to be explored. Therefore, this paper 

investigates and compares the performance of various variants of YOLOv5 for the accurate detection of texts from 

digital advertisement images. Results of experiments showed that Yolov5x achieved a precision, recall, and mAP50 

of 98.9, 97.7, and 99.4. 

 

 

1. INTRODUCTION  

An advertisement image is a visual image 

created to promote a product, service, brand, or 

idea with the aim of capturing the attention and 

persuading potential customers to take a specific 

action, such as purchasing, subscribing, or 

engaging with the promoted content [1]. The 

advertisement images are basically used in 

advertisement and marketing campaigns across 

various digital platforms, such as print media, 

websites, social media, and so on [2]. 

Advertisement images contain attention-grabbing 

as well [3] and clear messages prompting the 

target viewers to take action towards patronizing 

the brand [4]. These advertisement images also 

contain a call to action, which could be in the form 

similar to “Buy Now,” “Call,” “Subscribe,” “E-

mail,” “Visit our website for more information,” 

etc. The texts on advertisement images vary in 

size, fonts, and shapes and can be located on any 

part of the image [5]. The automatic detection of 

these texts on the advertisement images can be 

used for various purposes such as product label 

identification [6], intelligent grocery list 

identification [7], [8], food package label 

identification [9] in various shopping malls, sales 

outlets, television adverts and so on. 

The research on automatic detection of 

objects and, in particular, texts [10] from images 

is vast and has shown tremendous results in the 

area of Computer Vision [11]. Various techniques 

have been used to detect texts from images 

automatically [12] – [15]. In the case of 

advertisement images, extracting real-time and 

precise contact information concerning how the 

potential customer will access the goods and 

services rendered by the advertiser is key to the 

success of advertising [16]. One of the challenges 

of automatic detection of texts from advertisement 

images is that the texts on advertisement images 

are clustered among other pictures of products 
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advertised in the image [5], [17]. Several works 

have been done in the area of text detection in 

clustered images, however, limited works have 

been done on text detection from advertisement 

images. Several algorithms have been presented 

in literature to address the problem of text 

detection, e.g. Single shot detector (SSD) [18], 

Retinanet algorithm [19], Faster RCNN [20], and 

YOLO algorithm [21]. The YOLO algorithm has 

gained a lot of attraction for its efficient and 

accurate detection of objects in images [22]. The 

YOLO algorithms has evolved over the years 

resulting in different versions. This study is 

particularly interested in investigating the 

performance of YOLOv5 for accurate text 

detection from advertisement images. 

   

 

2. RELATED WORKS  
Quite a number of techniques have been 

designed for the text detection in natural images; 

however, specialized techniques are needed for 

advertisement images due to their particular 

issues, such as different fonts types, color 

variants, complicated backdrops, and random 

placements. Recent developments in deep 

learning, especially in frameworks for object 

detection, have demonstrated encouraging 

outcomes in tackling these difficulties. These 

include Faster – RCNN [20], EfficientDet [23], 

Retinanet [19], YOLO[21], Single shot multi-box 

detection [18], etc. YOLO (You Only Look Once) 

is one of the most popular techniques for real-time 

object detection; in recent years, its potential for 

text detection has been investigated. 

Since its introduction by [24], YOLO has 

been altered for several use cases, such as text 

detection, noting that its original purpose and 

target was object detection. It was desirable for 

high-speed applications because of its real-time 

detection capacity, which treats the detection of 

objects as a single regression problem. 

The performance of the YOLOv4 

algorithm for real-time text detection and 

recognition was investigated by [25]. The study 

proposed the YOLO algorithm as a potential 

alternative for a fast and accurate real-time text 

direction and recognition system in videos and 

images. The video frames and images were first 

preprocessed and enhanced. The text detection was 

performed next using the improved YOLO model to 

handle various issues of photometric distortion and 

geometric distortion. This process is immediately 

followed by the text recognition process using the 

Tesseract algorithm. The result of the experiment 

shows that it is suitable for the real-time detection of 

texts from images and videos. The study on natural 

scene text detection was carried out by [26]. In this 

study, YOLOv2 was used to detect texts in natural 

scene images. Results from the experiment showed 

that the model is accurate as well as the detection 

slip is encouraging. 

YOLOv5, a member of the YOLO family, 

has demonstrated advancements in accuracy as well 

as speed compared to its predecessors by utilizing 

multi-scale feature maps, sophisticated loss 

functions, and anchor boxes. The capacity of 

YOLOv5 to recognize objects at numerous scales 

and in varying orientations has been investigated by 

researchers as a potential text identification tool. 

This capability is particularly useful for 

advertisement photos, where text frequently appears 

in unusual layouts. In [27], the adaptation of 

YOLOv5x for scene text detection and recognition, 

for example, showed its resilience in both structured 

and unstructured contexts after fine-tuning it on 

datasets like COCO-Text and ICDAR. 

Because of the various qualities of texts, 

which include a variety of styles, shapes, text 

effects, and crowded backgrounds, advertising 

graphics present particular obstacles. The 

challenge of identifying text in advertising is not 

well-trodden, although there are many methods 

that can be applied to this domain that were 

created for text detection in natural scenes. 

In recent research, [28] designed a study 

that provides an alternative scanning system with a 

camera instead of Radio-Frequency Identification 

(RFID) and barcode scanners was used to develop a 

YOLOv5-Based Smart Item Recognition System 

for Grocery Shopping. The results showed that the 

sensitivity was 46.67%, the average was 90.80%, 

the recall rate was 92.15%, and the accuracy was 

84.66%. Yolov5 performs similarly to other 

algorithms in intelligent item recognition. [29] also 

developed an application based on computer vision 

models to detect, count, and verify the status of 

bottled and canned products. YOLOv5 object 

detection model was chosen for the experiment. 

Various parameters were experimented with, the 

performance of the models was also evaluated, and 

the metrics were checked to determine the model 

that performed best. A dataset of product images in 

both good and bad conditions were used for training. 

Afterwards, the model that has been trained was put 

together to develop the application [29]. 
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Yolov5 Algorithm was used to identify 

different road marking signs [30]. This study 

attempts to explore various contemporary object 

detectors, such as road marking signs and location 

detection [30]. The authors of the study provided 

a brief explanation of Yolov5 algorithm variants 

and how it was used for the identification of road 

sign markings, which ranges from Yolov5n to 

Yolo5x. Findings show that Yolov5m and 

Yolov5l achieved the best scores on mAP with 

87%. Yolov5m proved to be the model that 

performed well with so much stability than when 

compared to the remaining models, with 76%, 

86%, and 83% for precision, recall, and mAP, 

respectively, during the training stage. A grocery 

product detection and recognition framework 

based on deep learning technique was designed by 

[31]. The authors focused on the detection and 

recognition of many products placed at different 

locations on the shelf and off the shelf in grocery 

stores by identifying the label texts at once. The 

study designed the new framework, which 

comprises three parts: the detection of the retail 

product, followed by the detection of the text on 

the product, and eventually, the recognition of the 

text on the product [31].  

The contributions of this study are to 

collect a digital advertisement images dataset, 

annotate the text locations, implement the various 

variants of YOLOv5 on the collected dataset, and 

also analyze the performance of the YOLOv5 

model using the recall, precision, mAP50, and 

mAP50:95 metrics. Previous research has been 

done on images of billboards and signposts; this 

study is based on advertisement images in the 

social media space and the exploration of 

YOLOv5 for the automatic detection of texts. 

 

3. MATERIALS AND METHOD 

This paper introduces the framework for 

text detection from advertisement images, as 

shown in Fig 1.  

The framework starts with the collection 

of digital advertisement image datasets, the 

annotation of the location of texts, image 

preprocessing, augmentation, model training, and 

then evaluation of the performance of the model.  

 

Fig 1: Text Detection from advertisement Images 

Framework 

Digital advertisement images were 

collected from different social media such as 

Instagram and WhatsApp Status. A Total of 400 

images were collected. The text locations in the 

images were annotated using the LabelImg 

annotation tool. A total of 19456 texts instances 

were annotated for use in this study. The images 

obtained were of different image sizes and file 

formats. The images were all resized to 512 by 512 

pixels and in jpg file format. The contrast of the 

images was enhanced using the CLAHE algorithm. 

Due to the small amount of images collected for this 

study, the advertisement images were augmented 

using techniques such as Brightening, darkening, 

Hue, saturation, and addition of noise. After 

augmentation, the quantity of images in the dataset 

increased to 5207 images. 

The augmented dataset was split into 

training, validation, and testing in the ratio 80:10:10, 

respectively. The YOLOv5 algorithm was 

implemented in this study for the text detection task. 

Fig 2 shows the model architecture. The architecture 

is divided into the backbone, the neck, and the head. 

The backbone handles the responsibility of 

extracting relevant features from different sizes 

necessary for accurate text detection from 

advertisement images. The neck handles the 

responsibility for the fusion of the feature maps from 

the backbone to generate feature maps P3, P4, and 

P5 which are used to detect texts of various sizes in 

the image. The head is responsible for the final 

prediction of text locations using the class 

confidence scores calculated and bounding box 

regression calculated from each feature map. The 

final output is the class confidence scores and the 

predicted bounding box coordinates.  

Five variants of Yolov5 were explored in this 

study. They are: YOLOv5nano (n), YOLOv5small (s), 

YOLOv5medium (m), YOLOv5large (l) and 

YOLOv5xtra-large (x). The YOLOv5 variants differ 

in terms of the depth multiplier of the channels and the 
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width multiplier of the filter used during the model's 

training. The summary of the depths, and width are as 

shown in Table 1.  

The experiment was carried out in the Google 

Colab environment, where we leveraged its free 

GPU resources (NVIDIA Tesla T4) for fast 

training of the models. The YOLOv5 is built 

around the PyTorch framework supported by 

Google Colab. The training (train.py) script from 

the official YOLOv5 GitHub source was used for 

best results. For the training of the models, pre-

trained weights were loaded using the –weight 

argument alongside the input image size 

parameter (--img), which ensured that the models 

were trained using the 512 x 512 pixels. All the 

models were trained for 30 epochs, each with a 

batch size 16 and Adam optimizer. During 

training, after each epoch, validation is conducted 

to monitor the ability of the model to generalize.  
 

Table 1: YOLOv5 variants Parameters [32], [33] 

Name of Model Depth Multiplier Width Multiplier 

YOLOv5n 0.33 0.25 

YOLOv5s 0.33 0.50 

YOLOv5m 0.67 0.75 

YOLOv5l 1.0 1.0 

YOLOv5x 1.33 1.25 

 
Fig. 2 YOLOv5 Architecture[32] 

4. RESULTS AND DISCUSSION 

The performance of the trained models 

for text detection from advertisement images is 

evaluated based on the Precision, Recall, mAP50, 

and mAP50-95 metrics. The metrics are based on 

the true positive rate (TP), False Positive rate 

(FP), True Negative (TN), and False negative 

rates (FN). The TP is the instance where the model 

correctly localizes the texts. The FN are the 

instances where the model localizes the text 

locations incorrectly. The FP are the instances 

where the model localizes another object as a text. 

The TN are the instances where other objects are 

correctly localized as other objects and not text. 

The performance metrics used in this study are 

derived from the TP, TN, FP, and FN. The 

Precision metric evaluates how well the 

percentage of predicted positives are positives, as 

given in Equ 1. The Recall metric evaluates the 

fraction of the true negatives predicted 

corresponding to the actual true negatives in the 

test set, given in Equ 2. The mAP@0.5 and 

mAP@0.5 – 0.95 evaluate the model's 

performance at different Intercept of Unions (IoU) 

between the predicted text locations and the 

ground truths.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 𝑥 100        𝐸𝑞𝑢. 1 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 𝑥 100              𝐸𝑞𝑢. 2 
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Table 2: Result of Yolov5 variants on Digital 

Advertisement Images 

 

The results for the precision and recall for the 

YOLOv5n model are 91.2% and 89.1%, 

respectively. The mAP@0.5 score is 92.8%, while 

mAP@0.5 – 0.95 is 55.3%. This shows that despite 

its high precision and recall, when a more stringent 

IoU threshold was used to evaluate the performance 

of YOLOv5n, the performance was very poor. The 

YOLOv5s performed better than YOLOv5n with 

93.3%, 92.6%, 95.5%, and 60.1% for precision, 

recall, mAP@0.5, and mAP@0.5 – 0.95 

respectively. YOLOv5m further performed better 

than the previous models with a precision and recall 

of 95.7%, and 94.2%. The mAP@0.5 and 

mAP@0.5 – 0.95 recorded 97.2% and 63.9%, 

respectively. The performance of the three models 

above is due to the fewer parameters and small 

architecture used for training. Compared to 

YOLOv5n, YOLOv5s, and YOLOv5m, the 

performance of Yolov5l showed that its larger 

configuration improved the model’s robustness. 

With a performance of 96.0% precision, 95.6% 

recall, 97.8% mAP@0.5, and 65.8% for mAP@0.5 

– 0.95, results show that with the increasing depth 

and width, the performance tends to get better. The 

YOLOv5x has the largest depth and width multiplier 

parameters, and its performance for detecting texts 

in advertisement images shows its remarkable 

accuracy in its localization. It achieved a precision 

of 98.9%, recall of 97.7%, mAP@0.5 of 99.4%, and 

mAP@0.5 – 0.95 of 81.4%. The summary of the 

results of the YOLOv5 variants is shown in Table2. 

The results from the experiments show that the 

deeper the architecture, the better the performance 

of the model. For complex situations that contain 

small and clustered texts, the experiment shows that 

deeper architecture is better for accurate text 

detection in advertisement images.  

 

5. CONCLUSIONS 

The paper focused on the investigation of the 

performance of the five variants of YOLOv5 for the 

detection of texts from digital advertisement images. 

Our study discovered that models with deeper 

architecture tend to achieve better detection accuracy. 

However, there is a need to develop a more accurate 

model for text detection in advertisement images as a 

mAP@0.5-0.95 is low since the accuracy of the 

detected texts is of high importance. Accurate text 

detection is essential because accurate text detection 

will lead to accurate text recognition in cropped text 

instances from advertisement images. Further research 

could investigate improving the YOLOv5 algorithm to 

further achieve better accuracy of text detection in 

advertisement images.  
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